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# 1. Introduction

## 1.1 Motivation

## 1.2 Objectives

# 2. Data Description

# 3. Methodology

## 3.1 Leave-One-Out Cross-Validation

The relatively small number observations in our data allowed us the luxury of using leave-one-out cross validation (LOOCV) whenever we needed to find on optimal parameter. LOOCV uses the following steps:

* partition all data into a training set except for one observation that will be used as our testing set;
* build a model using the training set;
* use this model to predict the response value in the testing set and calculate the mean square error (MSE);
* and repeat this process until every observation has been used in the testing set.

The test MSE is then calculated by taking the average of the MSE*i* values calculated in the LOOCV process. This process is repeated using different parameters and the set of parameters with the lowest test MSE are our optimal parameters. To expedite this process, we used the caret package (Kuhn, 2021) along with other packages in the statistical programming language R (R Core Team, 2021) (RStudio Team, 2021). Using LOOCV over other methods, such as k-fold cross validation, gives us a low bias estimate of test MSE because our training set contains almost all the data; however, because substantial correlation exists between the MSE*i* from the overlapping in the training and testing sets, the variance of the estimate of test MSE is very high, meaning that any addition of new data could result in vastly different outcomes for our optimal parameters. We chose to accept this variance-bias trade-off because each observation is one country partitioning our data into a train, validation, and test set would mean that whole countries would be excluded from the model building process which greatly reduces the applicability of our final model.

## 3.2 k-NN

We used k nearest neighbors (k-NN) to impute missing data. k-NN works by calculating the Euclidean distance between each observation in the data set, and each new observation, : where represents the number of predictors. In classification k-NN, the new value takes the class of the majority among its closest observations based on Euclidean distance. In the case of ties, there are several methods used to classify the new observations such as using the majority class among all observations. Our response variable is continuous, so we used regression k-NN where new observations are assigned the average response of the closest observations. We used this concept to impute our missing data. We data mined the optimal by utilizing the train function from the caret R package (Kuhn, 2021) and the knn method from the FNN R package (Beygelzimer, et al., 2019) to perform LOOCV as described in section 3.1. While doing initial research into k-NN data imputation, we found the function knnImputation from the archived R package DMwR (Torgo, 2010). We modified the code of this function to estimate the missing values for each observation, using the mean of the present values from their nearest neighbors.

## 3.3 K-Means Clustering

We used a -means approach to clustering to cluster our data. The -means clustering algorithm is fairly simple and can be easily explained:

* randomly choose points in -dimentional space to use as the initial centroids;
* calculate the Euclidean distance between the observations and the centroids and assign each observation to its closest centroid;
* recompute new centroids by calculating the center of each group that was created in the previous step. Repeat the previous step;
* The algorithm stops when there is no change to the cluster assignments.

We can measure how well a -means algorithm performs by calculating its within sum of squares () which is a measure of the density of observations in the clusters and is defined as:

where is the set of observations in cluster . The performance of a -means clustering algorithm is highly dependent on the initialization of the centroids created in the first step of the algorithm so to combat this, we randomly generated a set 1000 seeds from a uniform(0,900000) distribution, using the ceiling function (R Core Team, 2021) to round to the next highest whole number. We used theses seeds to run 1000 iterations of the algorithm, choosing the seed that produced the lowest . Using the same 1000 seeds, this process was repeated for and the model that resulted in the lowest without the increase in k resulting in a negligibly lower was chosen.

## 3.3 Model-Based Clustering

We also took a model-based approach to clustering our data. Model-based clustering uses finite mixture models which are a linear combination of weighted density functions:

where are the weights, , , and is the mixture order, or number of components, that use the Expected-Maximization (EM) iterative algorithm to estimate . Like the k-means clustering algorithm, model-based clustering algorithms are highly dependent on initialization so many models must be run to get the optimal assignment of clusters. To determine what set of clusters are the best, a modified version of the likelihood, Bayesian Information Criterion (BIC), is used:

where is the maximum likelihood and is the number of parameters to be estimated. We used the Mclust function from the mclust R package (Scrucca, Fop, Murphy, & Raftery, 2016) to perform the clustering. This package automatically runs the algorithm at different initializations and chooses the best model and returns its negative BIC. We ran the function using K and chose the model with the maximum negative BIC without the increase in K resulting in a negligibly higher negative BIC. We then compared this model, visually, with the model we created using k-means and chose the one that we felt created the best clusters.

## 3.4 Random Forest

## 3.5 Linear Regression

# 4. Results
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